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ABSTRACT

Low bit rate parametric coding of multichannel audio is mainly
based on Binaural Cue Coding (BCC). Another multichannel au-
dio processing method called upmix can also be used to deliver
multichannel audio, typically 5.1 signals, at low data rates. More
precisely, we focus on existing upmix method based on Princi-
pal Component Analysis (PCA). This PCA-based upmix method
aims at blindly create a realistic multichannel output signal while
BCC scheme aims at perceptually restitute the original multichan-
nel audio signal. PCA-based upmix method and BCC scheme both
use spatial parameters extracted from stereo channels to generate
auditory events with correct spatial attributes i.e. sound sources
positions and spatial impression. In this paper, we expose a mul-
tichannel audio model based on PCA which allows a parametric
representation of multichannel audio. Considering stereo audio,
signals resulting from PCA can be represented as a principal com-
ponent, corresponding to directional sources, and one remaining
signal, corresponding to ambience signals, which are both related
to original input with PCA transformation parameters. We apply
the analysis results to propose a new parametric coding method of
stereo audio based on subband PCA processing. The quantization
of spatial and energetic parameters is presented and then associ-
ated with a state-of-the-art monophonic coder in order to derive
subjective listening test results.

1. INTRODUCTION

Multichannel audio has been established in the consumer environ-
ment through the success of DVD-Video players for home the-
ater systems. Moreover, the streaming technology over IP used as
a broadcast service is requesting multichannel audio at low data
rates. Therefore, multichannel audio coding and processing meth-
ods have been investigated by many researchers during last decade.

The first method is denoted as multichannel audio coding. Ma-
trix surround coding schemes and parametric audio coding sche-
mes are the two main multichannel audio coding techniques cur-
rently used. Matrix surround coding scheme such as Dolby Pro
Logic [1] consists in matrixing the channels of the original multi-
channel signal in order to reduce the number of signals to be trans-
mitted. Nevertheless, this multichannel audio coding method can-
not deliver high quality (close to transparency) at low data rates.
That is made possible with low bit rate parametric audio coding
mainly based on Binaural Cue Coding (BCC) [2]. This coding
scheme represents multichannel audio signals by one or several
downmixed audio channels plus spatial cues extracted from the

original channels. The spatial cues refer to the auditory localiza-
tion cues defined as interaural time and level differences (ITD and
ILD) extracted from input channel pairs in a subband domain and
then denoted as inter-channel time and level differences (ICLD and
ICTD). BCC uses filterbanks with subbands of bandwidths equal
to two times the equivalent rectangular bandwidth (ERB) defined
in [3]. Moreover, the inter-channel coherence (ICC) is also ex-
tracted in order to recre-ate the diffuseness of the original mul-
tichannel input. Indeed, the multichannel audio synthesis at the
decoder side is based on the ICC parameter which yields a co-
herence synthesis relying on late reverberation. The downmixed
audio channel (in case of mono downmix) is decoded and then
filtered by late reverberation filters which deliver several decorre-
lated audio channels (see [2] for more details). Then, these signals
are combined according to spatial cues (ICTD, ICLD and ICC)
such that the ICC cues between the output subbands approximate
those of the original audio signal. Then, BCC scheme achieves a
drastically data rate reduction by transmitting a perceptually en-
coded downmixed signal plus quantized spatial cues. Moreover,
BCC scheme achieves a better audio quality and perceived spatial
image than matrix surround coding scheme (see subjective tests re-
sults in [2]). From a spatial attribute point of view, BCC synthesis
restricted to ICLD and ICTD achieves the desired sources posi-
tions and coloration effects caused by early reflections but suffers
from auditory spatial image width reduction. Indeed, spatial im-
pression is related to the nature of reflections that occur following
the direct sound. Then, BCC synthesis based on late reverberation
mimicks different reverberation times and then achieves a better
spatial impression closer to the original multichannel input.

A second multichannel audio processing method, called up-
mix, classically converts the existing stereo audio contents into
five-channel audio compatible with home theater systems. So, the
decoding process of BCC has the common intention with upmix
method which is to deliver multichannel audio signal – consider-
ing upmix stereo input and BCC stereo downmix. A priori, more
information is available for BCC scheme i.e. spatial parameters,
than for blind upmix method. However, upmix method uses the
spatial characteristics and the coherence of the stereo signal to
synthesize a mul-tichannel audio signal, typically 5.1 signal with
rear channels considered as ambience channels – defined as dif-
fuse surround sounds – and a center front channel corresponding to
the sources panned across the original stereo channels. More pre-
cisely, we focus on existing PCA-based upmix method described
in [4, 5]. The first step of the upmix algorithm in [4] consists in
a Principal Component Analysis (PCA) of the stereo signal. A
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subband processing of this upmix method has been recently pro-
posed in [5]. The PCA is equivalent to a rotation of the stereo
signal coordinate system and results in one principal component
signal and one remaining signal. The principal component signal
corresponds to the dominant sources present in the original stereo.
Then, the center channel results from the weighting of this princi-
pal component by a coefficient derived from the rotation angle of
the coordinate system. The rear channels result from the weighting
of the remaining signal by a coefficient derived from the correla-
tion coefficient of the stereo signal.

Starting from PCA approach, we propose a general model that
may be applied both to parametric representation of multichan-
nel audio signals and upmix methods. Moreover, we apply the
analysis results to propose a new parametric audio coding method
based on frequency subband PCA processing. This paper is orga-
nized as follows. A general model of multichannel audio signals
is presented in section 2. Then, subband PCA of stereo audio is
considered and results in an energy compaction and a parametric
representation related to original stereo with PCA transformation
parameters. Finally, a new parametric coding method of stereo sig-
nals is presented in section 3. The encoding stage focuses on spa-
tial and energy parameter extraction and quantization while the de-
coding stage addresses the parametric synthesis of ambience signal
in order to achieve accurate inverse PCA. Subjective listening test
results are presented in section 4 in order to evaluate the perfor-
mance of the parametric stereo coding method.

2. PARAMETRIC REPRESENTATION OF
MULTICHANNEL AUDIO BASED ON PCA

Multichannel audio signals either originate from studio (artificial)
produced signals or from live (natural) recorded signals [6]. Live
recording involves many different setups and microphones types
which determine the amount of interferences and reverberation on
each channel. Decorrelated reverberant channels yield a sensation
of realistic ambience. Ambience has a complex audio content, per-
ceptually perceived in background and very heterogeneous. Ambi-
ence could be defined as “the sound of the place in which sources
are". Such an audio content includes acoustic effects of reverber-
ant volumes and reflective features plus the background i.e. the
acoustic accumulation of many small sources that are not the iden-
tified sources of interest; for example, audience noise. In studio
recording, sound sources (instruments) are individually recorded
and then processed. The processing of recorded sound sources
consists in applying panning functions to the sound sources and
then mixing them with synthetic reverberation. In order to in-
crease the perception of spaciousness, weakly correlated reverber-
ation impulse responses are used.

Under these assumptions, we define a general model for mul-
tichannel audio signals constituted of M channels. We assume
the presence of D directional sources that can be easily localized.
These directional sources are distributed over the M channels by
means of panning laws. Moreover, we consider M ambience sig-
nals i.e. one by channel, which are defined as secondary sources
and decorrelated reverberant components of directional sources i.e.
room effect. Naturally, these ambience signals are decorrelated
from one channel to another and weakly correlated with direc-
tional sources. The model of each channel is defined as the sum of
directional sources, weighted according to their spatial perceived
positions, and one ambience signal. Signal channels following this
instantaneous mixture model are strongly correlated with the pres-

ence of directional sources among several channels. So, the time
domain multichannel signal CM = (C1, · · · , CM )T (T denotes
matrix transposition) can be written as:

Cm(t) =

DX
d=1

[gm,d(t).Sd(t)] + A(t) (1)

where m ∈ [1, · · · , M ] and gm,d(t) are the panning functions
(gains) applied to the directional sources SD = (S1, · · · , SD)T

of the mth channel. Finally, room effects on directional sources
are distributed over all channels because these decorrelated com-
ponents belong to the ambience signals AM = (A1, · · · , AM )T .

In a general audio coding context, the separation of dominant
sources (even mixed with part of the overall ambience) from back-
ground ambiences could be seen as a pre-processing step achieved
with PCA before applying a dedicated coding scheme. Indeed, the
transmission of encoded dominant sources already provides a ba-
sic audio scene of the original input. If the coding method foresees
the generation of an ambience signal, then, the decoding process
can achieve better spatial impression.

PCA also known as Karhunen-Loève Transform (KLT) has
been used by numerous researchers for miscellaneous applications.
D.T. Yang, C. Kyriakakis and C.-C. Jay Kuo use KLT as an inter-
channel redundancy removal in a multichannel audio coding con-
text in [7]. Indeed, PCA/KLT achieves an energy concentration
over PCA outputs according to the distribution of eigenvalues.
Moreover, PCA is theoretically considered as the optimal decor-
relation method i.e. the covariance matrix of PCA output signals
is diagonal. KLT is only optimal in the case of stationary signals,
which is an admitted assumption for signal processing with small
block length (typically 20 ms for audio/speech codecs). The au-
thors in [7] propose a modified Advanced Audio Coding encoder
which performs better coding gain using KLT applied to the mul-
tichannel input.

From the audio model defined by equation (1), our intention
is to characterize the PCA outputs and then achieve a parametric
coding of this compact representation of multichannel audio.

Eigenvalues distribution of such multichannel audio signals
precisely indicates how the original audio content is distributed
over the PCA outputs. An analysis of estimated eigenvalues from a
synthetic stereo signal made up of real recordings has been achie-
ved in [8]. This analysis has shown that the highest eigenvalue
power corresponds to the power of the dominant directional source.
The lowest eigenvalue power corresponds to the power of the sec-
ondary directional sources plus the power of the overall ambi-
ence. Moreover, a comparison of time-domain estimated eigen-
values and frequency subband estimated eigenvalues has shown
that subband analysis results in a better discrimination of direc-
tional sources. Indeed, some directional sources considered as sec-
ondary sources with the time domain analysis can be considered as
dominant directional sources with the subband analysis when these
sources have different frequency support. Finally, with a subband
analysis, the lowest eigenvalue has a power much closer to the
original ambience signal mean power and respectively, the high-
est eigenvalue has a power closer to the sum of directional source
powers.

This energy concentration over eigenvalues can also be com-
puted directly from the output signals resulting from PCA. These
signals result from a rotation of the stereo channels (see [8] for
more details) and are then denoted as principal component sig-
nal (PC) related to the highest eigenvalue and ambience signal
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(A) related to the lowest eigenvalue. Time-domain PCA process-
ing and frequency subband (following ERB scale) PCA processing
are presented in [8]. Then, a relevant measurement of the energy
compaction into PC is achieved by estimating the Principal Com-
ponent to Ambience energy Ratio
PCAR[n] = 10 log10

`P
PC[n]2/

P
A[n]2

´
in dB, estimated

from the N signal samples resulting from time-domain or subband
rotation(s) of the stereo analyzed block n. For homogeneity, the
PCAR is estimated from PC and A signal blocks which have the
same length (N ) than the processed stereo channel blocks. Then,
the PCAR is function of the length of the stereo processed blocks.
The Figure 1 is addressing a comparison of the average PCAR
over analyzed blocks of length N = 1024, 2048 and 4096 sam-
ples. These energy ratios have been estimated over a stereo signal
corpus.
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Figure 1: From time-domain (TD) and frequency subband (SB)
PCA outputs, PCAR are estimated with the following block pro-
cessing lengths: 1024, 2048 and 4096 samples. Mean PCAR
over all blocks from 6 stereo signals and mean PCAR over the
stereo signal corpus are presented.

Moreover, PCAR estimated from subband rotated signals is
function of both time and spectral resolutions. In fact, the fre-
quency resolution is determined by the frequency scale used for
subband separation and the number of frequency subbands. PCAR
estimated from time-domain PCA output signals are also com-
pared to PCAR estimated from subband PCA output signals (see
Figure 1) with Nb = 10, 20 and 40 subbands of bandwidth fol-
lowing the ERB scale. The energy compaction into the principal
component is higher with a subband analysis comparing to time-
domain analysis (see Figure 1, mean difference about 2 dB) and
naturally increasing with the number of subbands (maximum dif-
ference about 5 dB for the MPEG “Drama" sample).

3. PARAMETRIC CODING OF STEREO AUDIO

Starting from the analysis made in section 2, it is possible to en-
code a stereo signal with frequency subband PCA pre-processing.
PCA is used as a power concentration processing such as the Mid-
/Side coding scheme which encodes the sum and difference signals
of stereo channels. The principal component and transformation
parameters should be encoded and transmitted in order to recover
the main information of the original input. To obtain good perfor-
mances in the inverse transformation process, the ambience com-
ponent should be transmitted with a bit rate compatible with the
desired audio quality level. Even if PCA features, such as power
concentration and full decorrelation are required for optimal bite
rate reduction, traditional encoding of the transformed signals does

not yield significant coding gain (see [9]). In order to provide a
low bit rate audio coding method compatible with bit rate con-
strained applications, a parametric coding of the ambience signal
is achieved.

3.1. Parameters based on PCA transformation and ambience
energy

We consider band limited signals in the frequency domain. The
frequency transform applied to stereo channels is the short time
Fourier transform (STFT). The parameters of the STFT used are a
sine window of length equal to N = 4096 samples, the transform
size is also equal to K = 4096 (no zero-padding) and the frame
overlap is 50%. Then, a Nb = 20 subband rectangular frequency
windowing, following the ERB scale, is applied to the channel (C)
complex spectra FC [n, k] = |FC [n, k]|ejΦC [n,k], with frequency
index k such as k ≤ fs/2, where fs is the sampling frequency.
This process results in Nb frequency subband spectra. The fre-
quency bins of subband b for each frame n belong to the interval
(kb, · · · , kb+1−1), then F b

C [n, k] = FC [n, kb], · · · , FC [n, kb+1−
1].

3.1.1. Subband parameter extraction

The first parameter which needs to be transmitted to the decoder
is related to the PCA transformation. As described in [8], PCA of
stereo channels is obtained by rotating the stereo subband chan-
nels over the stereo covariance eigenvector basis. This subband
rotation is performed for each frame n and subband b accord-
ing to the following expression of the estimated rotation angle
θ[n, b] ∈ [0; π/2]

θ[n, b] =
1

2
tan−1

»
2× |R12[n, b]|

R11[n, b]−R22[n, b]

–
+


0, if R11[n, b]−R22[n, b] ≥ 0
π
2
, else (2)

where the stereo subband covariance matrix R is estimated from
the subband spectra FL[n, k] and FR[n, k] of the windowed and
centred signals L[n] = L[n]−E [L[n]] and respectively for R[n].
The channel auto-covariance (R11 and R22) correspond to the mean
power spectral density of the subband spectra and the channel
cross-covariance (R12) is estimated from the cross-spectrum of the
stereo channels

R =

„
R11 R12

R21 R22

«
, with

8>>>>>>>>>>><>>>>>>>>>>>:

R11[n, b] = 2
NK

kb+1−1X
k=kb

|FL[n, k]|2

R12[n, b] = 2
NK

<

0@kb+1−1X
k=kb

FL[n, k] · FR
∗ [n, k]

1A
R22[n, b] = 2

NK

kb+1−1X
k=kb

|FR[n, k]|2

(3)

A robust and effective estimation of the rotation angle needed
to achieve PCA/KLT is expressed by the equation (3) which per-
mits an estimation only based on the covariance matrix elements.
Moreover, the physical meaning of this rotation angle can be inter-
preted as the perceived position of the dominant directional source

DAFX-293



Proc. of the 9th Int. Conference on Digital Audio Effects (DAFx-06), Montreal, Canada, September 18-20, 2006

localized in the stereo image [−30, 30]o. In fact, this rotation angle
is considered as a panning angle in the PCA-based upmix method
to compute panning matrix which can generate realistic multichan-
nel signals from PCA outputs. These subband rotation angles are
then used to rotate the subband input stereo data blocks. Subband
PCA processing results in two frequency components for each sub-
band: the principal component F b

PC [n, k] and the ambience com-
ponent F b

A[n, k].
Then, these subband signals resulting from PCA are analyzed

and energetic parameters are extracted in order to be able to gen-
erate the ambience signal at the decoder side. Actually, the ambi-
ence synthesis should be achieved only from the decoded principal
component and these energetic parameters. The parametric cod-
ing method does not consider the phase of the ambience signal.
According to the subjective comparison test achieved in [8], the
only perceptually relevant parameter of the ambience signal which
needs to be transmitted is related to the ambience signal energy.
Therefore, PCAR is estimated from subband spectra from each
analyzed block and each subband according to following expres-
sion

PCAR[n, b] = 10 log10

 Pkb+1−1

k=kb
|FPC [n, k|2Pkb+1−1

k=kb
|FA[n, k|2

!
(4)

Finally, the PCA-based coding scheme applied to stereo signal
is presented on Figure 2. The time domain signal PC is generated
with the (overlap-add) sum of all synthesized block signals ob-
tained with inverse short time Fourier transform (STFT−1) of the
sum of all frequency subband components. After subband PCA
processing, the extracted parameters are quantized and perceptual
monophonic coding of the principal component signal is achieved.

3.1.2. Subband parameter quantization

Our intention is to realize a low complexity uniform quantization
of the subband parameters and then estimate the mean bit rate with
Huffman coding. A training basis has been processed in order to
estimate the dynamics and the precision needed for the quantiza-
tion of subband parameters. Subband rotation angles and PCAR
have been extracted from a training basis made up of miscella-
neous stereo recordings with a total duration of about one hour.
The stereo channel blocks have been processed by the frequency
transform described at the beginning of section 3.1. Parameters
have been estimated according to equations (2) and (4).

Concerning the estimated rotation angle varying in the interval
[0; 90]o, we propose the quantization of the mean value of subband
rotation angles for each analyzed block n, θ, defined as

θ[n] =
1

Nb

NbX
b=1

θ[n, b] (5)

Mean rotation angle transmission assures a basic spatial re-
construction at low data rate with a reduced spatial image width.
Then, with an additional data rate corresponding to the subband
rotation angles, the original spatial image width can be recov-
ered. Actually, we propose the quantization of differential sub-
band rotation angles θD[n, b] = θ[n, b] − θ[n, b − 1], if b > 1.
Differential subband rotation angles θD have pickier distribution
with dynamics (in degrees) decreasing along frequencies. Then,
a better coding gain can be achieved. The first subband rota-
tion angle is processed independently and its mean removed value

θMR[n, 1] = θ[n, 1]− θ[n] is also considered for the quantization
process.

Considering the estimated PCAR, we assume that the ambi-
ence signal has globally low energy level which decreases along
frequencies. As a result, we also propose the quantization of the
differential subband PCAR, PCARD[n, b] = PCAR[n, b] −
PCAR[n, b− 1] if b > 1.

These parameters are then uniformly quantized. According
to perceptual criteria, the quantization process aims at introducing
quantization errors which are just inaudible.

For the rotation angles, the minimum audible angle (MAA), as
described in [10], is considered. The performance in localization
is a complex function which depends on the nature of the stimulus
and also on the stimulus frequency. For instance, sinusoidal signals
can be discriminated with ±1o precision for a source at 0o posi-
tion (direct front of the listener) and this only for frequencies lower
than 1 kHz. More precisely, the localization accuracy is decreas-
ing when the sound source is moving away from the direct front
of the listener and also when the frequency of the sound source is
increasing. For example, a sinusoidal signal at 30o position (on
the left side of a stereo setup) can be discriminated with at least
±5o precision for stimulus frequencies higher than 2 kHz, still ex-
tracted from [10]. So, considering real sound sources with spatial
position belonging to the stereo setup interval [−30; 30]o, the cor-
responding precision for the mean rotation angle θ varying in the
interval [0; 90]o is chosen equal to at worst±3o. The first subband
mean removed rotation angle θMR and the differential subband
rotation angles θD values are varying in different intervals with a
dynamics decreasing along frequencies. Moreover, these modified
subband rotation angles do not need the same precision as the vital
mean rotation angle; they only aim at refining the spatial position
of the sound sources. We propose to attribute different level of
precision for these mean removed and differential subband angles.
Therefore, considering the subband differential rotation angles θD ,
we follow the academic results presented in [10] with a precision
decreasing when frequency increases:

• ±4o with frequency: f < 1 kHz,

• ±7.5o with frequency: f < 5 kHz,

• ±10o with frequency: 5 kHz < f < fs.

Considering the PCAR expressed in decibels (dB) as the en-
ergy difference between the principal component and the ambi-
ence signal, audible difference between reconstructed and original
stereo signals are avoided with an energetic precision about ±3
dB. More precisely, the precision allocated to the original PCAR
of the first subband is slightly higher than the precision allocated
to the subband differential PCARD . The PCAR quantization
step is less critical than just noticeable differences usually used
by frequency quantizers because PCAR is used to synthesize the
ambiance spectral envelope.

The precision allocated for each parameter determines the a-
mount of bits needed by the quantization processes. This quan-
tization step is followed by a Huffman coding which achieves a
reduction of the mean code length and then, delivers a mean bit
rate of this parametric stereo coding method. From a training ba-
sis, this parameter mean bit rate has been estimated and compared
with parameter mean bit rates estimated from other well known
stereo signals extracted from MPEG audio basis. The resulting
mean bit rates estimated from the MPEG audio basis are on aver-
age (2.8 kbps) slightly lower than the mean bit rate estimated from
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Figure 2: Parametric coding of stereo signals based on subband frequency PCA processing.

the training basis (3 kbps). So, we can conclude that the quantiza-
tion process is weakly sensitive to the training basis.

In the final implementation of the parametric stereo coder, the
quantized values of the subband rotation angles are used to achieve
subband PCA. Afterwards, subband PCAR are extracted from the
PCA outputs, quantized and transmitted with the quantized rota-
tion angles. In order to reduce even more the bit rate, a joint polar
quantization of the rotation angles and PCAR could be consid-
ered.

3.2. Ambience synthesis to achieve inverse PCA

The decoding scheme is based on the generation of an ambience
signal A′, from the decoded signal PC′ and the dequantized pa-
rameters (see Figure 3). Therefore, the inverse PCA can then syn-
thesize a stereo signal perceptually as close as possible from the
original stereo. Due to the PCA property of decorrelation, the de-
coder should generate an ambience signal weakly correlated to the
decoded principal component. However, the frequency synthesis
of subband signal A′ from the decoded principal component PC′

and the energy parameters PCARQ[n, b], only provide A′ spec-
tral envelope. To achieve weak correlation between PC′ and A′,
we propose the use of random phase all-pass filters as described
in [11]. We perform a subband filtering (filter H on Figure 3) of
F b

A′ [n, k] spectra.
So, the decoder can operate the inverse subband PCA from

the signal subband spectra F b
PC′ [n, k] and F b

A′
H

[n, k] and the de-

quantized rotation angles θQ[n, b] (see Figure 3). Afterwards, the
sum of all subband signals, obtained from inverse subband PCA, is
transformed to time domain by inverse STFT to generate the stereo
signal (L′, R′).

4. SUBJECTIVE LISTENING TEST

In order to evaluate the PCA based parametric stereo coding me-
thod, a subjective listening test has been conducted. This sub-
jective test aims at comparing the PCA-based parametric stereo
coding method to the parametric stereo coding method used in the
state-of-the-art High-Efficiency Advanced Audio Coding Paramet-
ric Stereo (HE-AACv2). Then, to achieve accurate comparison,
several stereo signals encoded by HE-AACv2 at 24 kbps are per-
ceptually compared to stereo signals processed by the PCA-based
parametric stereo coding method described in section 3. More pre-
cisely, the principal component signal is encoded by the mono-

phonic profile of the HE-AAC encoder at 22 kbps and the quan-
tized parameters are transmitted at a bit rate around 3 kbps. A
lower bit rate of the HE-AAC mono profile would have generated
monophonic signal with lower bandwidth than the bandwidth (16
kHz) of the stereo signals generated by the HE-AACv2 operating
at 24 kbps. Then, the overall bit rate for the PCA-based parametric
stereo coding method (PCA-HE-AAC) is about 25 kbps using 20
frequency subbands and a parameter update rate linked to the 4096
sample block length.

A subjective listening test following the MUSHRA method-
ology has been conducted. Thirteen listeners participated in this
headphone listening experiment. All listeners were instructed to
evaluate both the spatial audio quality as well as other audio cod-
ing artefacts. Listeners had to rate the perceived quality of seven
processed items against the original stereo on a 100-point scale
with two anchors corresponding to 3.5 kHz and 7 kHz low pass fil-
tered version of the original stereo. Five original audio items were
extracted from the MPEG audio basis and the other two stereo sig-
nals were chosen for their impressive stereo image. A comparison
of the MUSHRA scores is presented on Figure 4-(a)-(b).

The stereo items processed by the HE-AACv2 have slightly
higher score than the stereo audio processed by the PCA-HE-AAC
(see Figure 4-(a)). This small difference can be explained by the
fact that the PCA-HE-AAC codec uses a fixed and higher parame-
ter update rate (4096 samples) than the HE-ACCv2, which results
in degraded transients; this is the case for the stereo item “Gui-
tar+Castanets".

Although, the time-frequency resolution needs to be consid-
ered and improved to avoid coding artefacts, the spatial impres-
sion given by stereo signals processed by the PCA-based paramet-
ric coder is very close to the original stereo image. The spatial
synthesis of the PCA-based parametric coder is the main advan-
tage of this coding method and has been considered, by the lis-
teners, as more stable than the spatial impression delivered by the
HE-AACv2 coder. This explains that on average, there is no sig-
nificant difference between both parametric stereo coding methods
(see Figure 4-(b)).

5. CONCLUSIONS

In this paper, an instantaneous mixture model for multichannel au-
dio is defined as the sum of weighted directional sources and am-
biences. Then, PCA of stereo signals following the model has
been considered. PCAR estimation has shown how a frequency
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Figure 3: Parametric decoding of stereo signals based on inverse subband PCA processing.
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Figure 4: (a)-MUSHRA mean gradings and 95% confidence inter-
vals over all listeners as a function of test item and the parametric
stereo coding method. (b)-MUSHRA mean gradings and 95% con-
fidence intervals over all listeners and all items.

subband PCA yields more efficient power concentration than clas-
sical time-domain PCA. Stereo audio is represented as a principal
component, related to directional sources, plus a less energetic am-
bience signal, related to decorrelated ambiences, which provides
spatial impression.

The main point addresses a parametric coding method of stereo
audio based on subband PCA output signals. A stereo signal can
be represented as a principal component and rotation angles which
both permit a basic audio stereo reconstruction. Moreover, the
ambience signal, related to the spatial impression components, has
globally low energy level and no perceptually relevant phase in-
formation. Therefore, this ambience signal allows a parametric
coding of stereo audio by means of PCA rotation angles and am-
bience energy parameters. To achieve better coding gain, subband
differential parameters are uniformly quantized according to per-
ceptual criteria. Then, Huffman coding of the quantized parame-
ters is achieved in order to estimate a mean bit rate (about 3 kbps)
of the parametric stereo coding method. The analysis has showed
that the parameter quantization is not sensitive to a training basis.

Finally, the conducted listening test yield to the conclusion
that there is no perceptually significant difference comparing the
HE-AACv2 codec and the parametric stereo coding method based
on PCA associated with the monophonic profile of the HE-AAC

codec. The parameter update rate should be adapted to the audio
content to improve the audio quality.
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